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Offline Reinforcement Learning (RL)

Offline reinforcement learning: 

learning from the previously collected dataset.

Offline-data-hungry!  

Collecting a large offline dataset for one specific task 

over one specific environment is costly and laborious. 

Offline Domain (Dynamics) Adaptation

• Source → Target 



Offline Domain (Dynamics) Adaptation

Limited target offline data:

Source offline data:

Assumption:  

• Same state space

• Same action space

• Same reward function

• Different transition dynamics

• Deterministic transition dynamics 



Dynamics-Aware Reward Augmentation 

Resort an additional compensation             such that



Dynamics-Aware Reward Augmentation 

Resort an additional compensation             such that

discourages the learning from these offline transitions that are likely in source but 

are unlikely in target. 



Experiments 

DARA can enable an adaptive policy with reduced offline data in target. 



Experiments 

Sim2real: Deployment on 

the obstructive and dynamic 

environment of BCQ.

Comparison with 

cross-domain 

baselines.



Conclusion 

1. The characterization of the dynamics shift in offline RL and the derivation 

of dynamics-aware reward augmentation (DARA) framework built on prior 

model-free and model-based formulations.

2. With only modest amounts of target offline data, we show that DARA-

based offline methods can acquire an adaptive policy for the target tasks and 

achieve better performance compared to baselines in both simulated and real-

world tasks.


